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Abstract cannot scale to a large number of overlay notlegjiven

that each node has to measure its distance (network de-
Traditionally overlay networks perform routing in a wayay) to all other nodes. This leads to a network-wide mes-
that mimics the underlying IP routing protocols. In thisage complexity of)(N?). Other approaches of building
paper we propose a new approach to overlay routing tatrlay networks abandon the goal of achieving the best
is based on network coordinates. The core idea is tlsaerall performance (in terms of delay) in favor of being
routing is performed entirely within the coordinate spagaore scalable. For example, one-hop source routing [15]
of a network coordinate system. The main benefits of thiésscalable but it cannot construct overlay paths that mini-
approach are that it is scalable to a large number of overtajze the end-to-end delay. Similarly, Yoid [2] and HMTP
nodes with a message complexity of O(N) while providinN@1] compromise the performance of the overlay multicast
routing decisions that are close to optimal in terms of patlaths in favor of scalability. Fundamentally, overlay net-
delay and error resilience. Furthermore, coordinate basestks currently rely on routing protocols that trade scala-
routing allows the realization of many different overlapility for performance, and vice versa.

routing schemes and this flexibility makes its suitable for Furthermore, current overlay networks lack a common

the implementation of a large variety of overlay netV\’O”ﬁ)uting framework that enables the deployment of differ-

over a single infrastructure. ent types of overlay networks over a common infrastruc-
ture. This means that a service provider cannot easily
. use a single overlay network infrastructure to run multiple
1 Introduction types of overlay networks or even multiple instances of
the same overlay network. For example, in order to offer
Overlay networks enable the implementation of varioggo types of service, multicast and improved end-to-end
Internet services, which the current network infrastrmture"ab”ity, based on ESM and RON respectively, a service
cannot easily support. For example, application level mroyider has to maintain one instance of ESM for each
ticast [8, 2, 31, 7] can successfully overcome the hurdiggjticast group, and at least one instance of RON. Clearly,
that the deployment of network level multicast faces. Fg{ese multiple instances come with additional message
similar reasons, overlay networks have been proposegify maintenance overhead. In contrast, a common rout-
the past to provide quality of service [29] and protectiqRg framework for all types of overlay networks can ease
against denial of service attacks [18]. Furthermore, apg{ir deployment over the same infrastructure.

from supporting new types of services, overlay networks . .
PP g yp y In this paper, we propose the use of network coordi-

can considerably improve the performance and the relia- o
bility of the current Internet paths [24, 5, 15, 6]. nate systems for overlay routing in order to overcome the

Even though overlay networks are capable of suppo?gove limitations. Network coordinate systems [21, 10, 9]

ing all these new types of services, little improvemen?%ap the Internet topology to a synthetic coordinate sys-

have been made on the underlying principles of routingti%m’ based on the round trip times between participant

overlay networks. Most of these networks employ rourt1_odes. The distance between the coordinates of two hosts
' a prediction of the actual round trip time between them

. . . . . |
ing schemes that simply mimic the routing algorithms o the Internet. This is different from geographical coor-

the underlying IP network. For example, both RON [é inate systems, which are based on the physical location

and ESM [8] use a link state routing protocol to bUIIof a host. Network coordinate systems are typically used

their overlay unicast and multicast forwarding paths res .
) ; : - oday in order to select a nearby server out of a set of
spectively. This approach of routing within an overla

: : . yeglicated servers, or in peer-to-peer networks [11] fer th

network comes with a considerable cost: these system . - :
construction of efficient network structures. In this paper

“This work was done while working as an intern at Bell-Labscent  We further extend the use of network coordinate systems

Technologies and we advocate that they can provide a common routing




framework for overlay networks. In essence, we propoyge of application is allowed to define the exact shape of
to use network coordinates at the overlay network laythie trajectory based on its specific needs, i.e. the goals
just like network address are used at the IP layer. that it tries to achieve.

Our proposed coordinate-based routing scheme forThis approach of using network coordinates is funda-
overlay networks has the following three advantages comentally different from the use of coordinates in cur-
pared to the current routing schemes: rent applications. So far, network coordinates have been

. used to identify the closest node among a large number
e Performance Our framework allows the formationt o4es in a scalable fashion. In this paper we advo-
of efficient overlay network structures. Our perforzate that coordinate systems can provide more services
mance evaluation shows that we can achieve a clqggy, closest-node selection. They can implement a full-
to optimal path delay and error resilience. fledged overlay routing system, where the coordinates of

Scalability. Our framework scales well to a Iarg@Odes are used to determine the forwarding path through

number of overlay nodes and has a network-widfe overlay network.
message complexity @b(V). At the same time, the
performance of the overlay paths stays independént Applications

of the system size. ) ) o
There has been a wide variety of overlay applications pro-

o Flexibility: Network coordinates allow the imple-posed in the past, many of which can alternatively be im-
mentation of various overlay routing protocols. Fgslemented by using a coordinate-based routing architec-
instance, by using the same framework one can ifrre. In the following paragraphs, we first present three
plement an ESM [8] and a RON [5] type of servicgeneric types of applications that can be built on top of a
on top of the same overlay infrastructure. coordinate-based overlay system, and then we explicitly

n thi introd th I t frovide the types of applications that cannot benefit from
n this paper, we introduce the overall concep lich a system.

coordinate-based overlay routing and then focus on one
specific application of coordinate-based routing: the impplications seeking to improve e2e connectivity
plementation of an overlay routing scheme that improvesReal-time applications, such as VolP and media stream-
the availability of end-to-end paths. This routing schemiag, require high connectivity between participating
the one-hop coordinate-based overlay routing, uses justles. Overlay networks have been proposed in the past
one overlay hop in order to overcome failures that appearorder to improve the Internet end-to-end connectivity
at the IP layer. It enables, for example, a VoIP flow to u$e4, 5, 15, 6], by increasing path reliability and by mini-
an alternate path through the overlay network in case ofizing path delay. The common idea behind all these sys-
link failure. We also provide the basic ideas on how to intems is the use of overlay nodes as a way to route around
plement two other schemes based on network coordinafe#ures that appear on the direct IP path. These systems
multi-hop and multicast overlay routing. strive to achieve one or more of the following godjsim-

The rest of the paper is structured as follows: In Segrove the end-to-end connectivitij) minimize the end-
tion 2 we introduce the fundamental ideas of coordinate~end delay, andi)) scale with the number of overlay
based overlay routing. In Section 3 we present the om@des. Unfortunately, none of the currently proposed sys-
hop coordinate-based overlay routing scheme and in Stgns achieves all three goals. Indeed, while the first goal
tion 4 we evaluate its performance compared to plain i®achieved by all of them, the rest of the goals are only
and to two other overlay systems [5, 15]. In Section 5 wrartially fulfilled. For example Detour [24] and RON [5]
extend the idea of coordinate-based overlay routing fdo not scale for a large number of nodes, while MONET
two other purposes: a multi-hop and a multicast routiig] and one-hop source routing [15] cannot minimize the
system. In Section 6 we present the related work and ated-to-end delay. In contrast, we show that applications

close with our summary in Section 7. can achieve all three goals when utilizing our proposed
coordinate-based routing system.
2 Coordinate-Based Routing Applicationsrelying on services from middle-boxes

Other applications make use of overlay nodes as
The core idea of coordinate-based overlay routing is taiddle-boxes that implement composable services. For
execute routing decisions within a coordinate space. drample, applications on handheld devices may use
this routing architecture all overlay nodes are assignedmiddle-boxes in order to adapt content available on the
certain coordinates, based on their distance to other nodeternet to the capabilities of the device [14]. Similarly,
and packets are forwarded from node to node by followinvgIP applications with different codecs may use an au-
a well-defined trajectory in the coordinate space. Eadlo transcoding middle-box to set up a communication.



Yet another example is streaming databases [3, 16] tha Relay Node

use one or more middle-boxes in order to deliver results | &)  Terminal Node
from the data sources to the application. All these types of | «— RTT Measurements
applications try to achieve the following two goals when
selecting a middle-box) minimize the delay on the path
between the server, the middle-box and the clightden-

tify the least loaded middle-box. In many cases, an ap-
plication wants to balance the trade-off between the two | {
goals: for instance a middle-box that provides a reason-
ably short path and is not overloaded. Coordinate-base(
routing provides applications with the means of achiev-
ing the first goal, i.e. minimize the path delay, in a very
scalable way. To achieve the second goal, an application
can implement additional mechanisms (e.g. to query tRggure 1: Two types of nodes participate in the overlay
load of a small set of middle-boxes that provide short patletwork: relay and terminal nodes. All nodes compute
delay). their coordinates based on the RTT measurements.

Applicationsimplementing end system multicast

End system multicast applications [8, 2, 7, 31] are aaur selection algorithm cannot always identify the over-
other set of applications that can be implemented on t@&y paths that are shorter than the direct IP path, given
of a coordinate-based routing architecture. Applicatiéhat these paths violate the triangle inequality [10]. The
level multicast seeks to construct an efficient multicakgason is that nodes, which violate the triangle inequality
tree that minimizes the end-to-end delay between partiggnnot be accurately embedded in the coordinate space.
pating nodes, by only using end-hosts as relaying nodége coordinate-system therefore cannot reliably identify
Very roughly, each node makes peer connections wikerlay paths shorter than the direct IP path. However,
other nodes in close distance (in terms of network delaif)is tension, between Internet triangle inequality viola-
The final outcome is a multicast overlay network with efions and accurate embedding of nodes into the coordinate
ther a flat [8, 2, 31] or a hierarchical structure [7]. Clearlgpace, does not affect the ability of our selection alganith
a coordinate-based routing architectures can assist nd@dgentify overlay paths that have network distances very
in identifying the closest peers. But most significantly, #lose to the direct IP paths.
provides the means for those type of applications to con-
struct pverlay multicast tregs in a flexible manner, withp o System Architecture
out being bound to a certain overlay multicast protocol.
Each application can implement its own multicast routig the next paragraphs we describe the main properties of
scheme and choose the most suitable multicast tree dh¢- coordinate-based routing system that are application
struction algorithm. agnostic. In later sections, we give the system details for

each specific type of the above applications.

Applications not supported by coordinaterouting
There is _set of overlay .applications thaF cannotl di'.z.l Types of Overlay Nodes

rectly benefit from a coordinate-based routing architec-
ture. These are applications whose primary routing gdal our coordinate-based routing architecture (shown in
can not be mapped to end-to-end delay. For example theigure 1) we consider two types of nodes that participate
are overlay applications that try to utilize the path withn the overlay network:
the maximum available bandwidth or the path that pro- ) )
vides the minimum packet loss. Clearly, a coordinate-® Términal NodesThese are all nodes which host ap-
based system cannot assist these applications in achieving Plications utilizing the overlay network, and which

their primary goal. Note that it may be possible to support 90 not forward packets for other nodes.

applications which try to achieve more than one goal at, gejay NodesThese are all nodes whose main func-
the same time, with one being a short end-to-end delay. {jonajity is to forward packets, and which do not gen-
However, in this paper we do not consider these cases, in g ota any application-specific traffic.

order to keep the whole system design simple.

Finally, a coordinate-based routing system is not suit-A node can, of course, have a dual role and can be a
able for applications that seek to achieve an end-to-emdminal and relay node at the same time. However, the
delay that is shorter than the delay provided by the diistinction between the logical roles of terminal and re-
rect IP path. As we show later in the paper (Section 4.2y nodes makes the design clearer. It also enables the



creation of different configurations for a coordinate-ltas@.2.2 Coor dinate System M anagement
overlay network. In one type of configuration, all nodes
implement both the terminal and relay node functionalMl participating relay and terminal nodes need to deter-
ties. This corresponds to a peer-to-peer network in whigtine their coordinates in the network coordinate system.
each node can use all other nodes as relay points to redbls requires each node to communicate periodically with
a destination. The opposite configuration is an overlaysmall and fixed number of other nodes participating in
network with dedicated relay nodes distributed in the colfee coordinate system. Our system uses the Vivaldi [10]
of the Internet and terminal nodes at the endpoints. Thilgorithm, which computes the network coordinates in a
configuration may be deployed, for example, by a sduly distributed manner. However, our system design is
vice provider that seeks to build a common infrastructun@t bound to just one system of network coordinates, and
for the support of various overlay applications. This irthus other systems, such as GNP [21] or PIC [9], can be
frastructure can then be utilized by a diverse set of cussed instead of Vivaldi. It is interesting to note that relay
tomers. For instance, an overlay service provider rumedes can take over the task of computing the coordinates
ning a coordinate-based routing system can offer bothfan any terminal node that does not have this capability.
application level multicast service to a video streaminighus, currently deployed applications can take advantage
provider and a reliable end-to-end path service to a VodPthis overlay routing architecture without any modifica-
provider. tions. For example, one can use this system in order to
improve the end-to-end connectivity of a streaming ap-
plication, by making the relay nodes compute the coordi-

A major difference between relay and terminal nodesfigtes of the streaming server and client, and by providing
that the former need to make their coordinates knownft best relay node to the client (e.g. via SIP [23] or RTSP
the system. Terminal nodes on the other hand do not né&2l signaling).
to make their coordinates public, given that they are notTo make a routing decision, a node needs to know
used by others for forwarding purposes. This charactére coordinates of the source node, the destination node
istic enables terminal nodes to join and leave the systamd the potential relay nodes. Given this information,
with a low overhead. Coordinate-based overlay networke node can identify the best forwarding paths for each
are therefore relatively insensitive to high join and leadpplication-specific trajectory. The coordinates of the
rates of terminal nodes. Relay nodes on the other hasmirce node are known. The coordinates of the desti-
need to publish their coordinates when joining and invalation node can be retrieved either by directly contact-
idate them on leave. This requires explicit join and leaueg the destination or with the use of a coordinate lookup
operations. A configuration that optimizes for toleranc@rvice. In many cases, the exchange of coordinates be-
to high node churn therefore separates terminal and tween source and destination can be piggy-backed on an
lay nodes. Relay nodes are deployed in the core of #ugplication-level protocol. For example, coordinates can
network, e.g. by an overlay network service providdpe exchanged during the SIP signaling for VolP applica-
since these nodes typically have more stable charactetims. Finally, the node making the routing decision needs
tics, such as long system uptime, or low variability of nete know the coordinates of all relevant relay nodes in or-
work delays. Terminal nodes on the other hand are usler to be able to identify overlay forwarding paths. Again,
ally more volatile and benefit from the low join and leavthe way this is achieved is not specific to design of the
overhead. Furthermore, the number of terminal nodes @a@ordinate-based routing system. For example, one op-
potentially be orders of magnitude higher than the numh&m is to use multicast for the propagation of the network
of relay nodes. coordinates, while another option is to use a gossip type

of flooding protocol. Yet another option is a centralized
lookup service that maintains these coordinates.

Routing decisions can either be made by the terminalNetwork coordinates may change due to the variation of
nodes, or by the relay nodes, or even by separate entitrestwork delays. All relay nodes need to be updated with
which we call overlay router nodes. If terminal nodes déhe new coordinates of the other nodes. The frequency
termine the overlay routes, they need to learn the coof-these updates depends on the frequency and the degree
dinates of relevant relay nodes. This process may addfachanges in the network coordinates, and the message
significant overhead to their join operation. However, @verhead that one is willing to accept. For example, if
provides the flexibility to the terminal node to implemenve assume a network of 5000 relay nodes, a coordinate
its own overlay routing algorithm. Making routing decisystem with 10 dimensions, an update frequency of one
sions by the relay or the overlay router nodes simplifib®ur for each node, and a traffic multiplier factor of two
the joining process for terminal nodes and therefore pimdue to protocol overhead, then each relay node learns the
vides better tolerance to high node churn. coordinates of all the other nodes by receiving a traffic



of 9Mbytes per day or 111 bytes/sec, which is negligible. | Source Circle Destination Circle
The update frequency only needs to be high enough tc
capture changes in the network. Failed relay nodes can b
detected (and omitted) by terminal nodes. Note that this
traffic only increases linearly as we increase the numbet
of relay nodes or the frequency of the updates. Finally we
should point out that the coordinates of terminal nodes are
conveyed periodically only during an active session and
only to nodes (relay and terminal ones) that are associate!
with the session.

In summary, relay and terminal nodes follow a different
approach in computing and conveying their coordinates.
This design choice is justified by the reduced message
overhead associated with the management of coordinakigure 2: Examples of coordinate based routing policies
and is enabled by the functional separation of relay afut one-hop routing in a two-dimensional space. Each pol-
terminal nodes. icy searches a certain area within the coordinate space.

0

Ellipse

=

(0

2.2.3 Forwarding Path Setup

. . when the direct IP path is not available. Moreover, appli-
Finally, a terminal node needs to set up the overlay f(%:r'tions that require the service of middle-boxes can ben-
warding path that the coordinate-based routing protocq . : .
determ Thi b hieved with fh ecfg from one-hop routing, whenever they seek to identify
etermines. This can be achieved with any ol € CUTent, . oy t9-end path. Furthermore, this routing scheme
protocols that supports source routing. For example 00 be used as a basic building block for multi-hop rout-
can use either source IP routing, or IP tunneling [26], or

the TURN protocol [22]. Another system that can prdgg' Therefore, n this paper we ma_lnly focus on the de-
Elsgn and evaluation of one-hop routing schemes and later

:é%?i;hesfoétvé%?;n%E%‘ih_?_?]'izrgS;gmoiroﬁg;dv'ﬂﬂzza; ection 5) we extend this idea to coordinate-based multi-
gsy ' y op and multicast routing schemes.

vantage of supporting arbitrary types of communication

between Internet hosts, such as proxy, multicast and anyNext, we first present the basic scheme for one-hop
cast forwarding. routing, named resilient shortest path, that improves the

availability of end-to-end paths. Then, we provide an ex-
tension to that scheme, named advanced resilient shortest
3 OneH op Routing path, that improves over the selections of short overlay
paths.
In this section we introduce the one-hop coordinate-
based routing scheme, which is one specific application
of coordinate-based overlay routing. One-hop routing de- -
notes a routing scheme that uses at most one relay noddt Resilient Shortest Path
route traffic from a source to a destination terminal node,
when the direct IP path between them is not availablge design goals of the one-hop overlay routing scheme
One-hop routing is frequently used in overlay networkir@f€ thrggfoldFirst, it should be scalable with the number
due to its simplicity. Furthermore, an overlay forwardingf Participating nodes, both relay and terminal orésc-
path that utilizes multiple relay nodes often provides li2nd it should be able to provide working overlay paths,
tle additional benefits compared to one-hop routing. It hg&en the direct IP paths between terminal nodes do not
been shown that the performance and resilience of endW§k. Third, it should be able to identify overlay paths
end Internet paths can rarely improve by using more théh delays close to the direct IP paths.
one overlay hops: Andersa al [5] found that in 98%  The fist goal is achieved by utilizing the network co-
of the cases the overlay path with the shortest delay hadinates, which leads to a network-wide message com-
just one hop. In addition, Gummaatiel [15] showed that plexity of O(N). The other two goals are met by uti-
using a randomly chosen overlay path of one hop is udizing two basic mechanisms. Application-specific events
ally good enough for the identification of working overlagrigger these mechanisms. For example, applications may
paths, when the direct IP are not available. engage them either at the beginning of a new session, or
The above results suggest that one-hop overlay routpgriodically during a session, or whenever there is a dis-
is suitable for applications that seek to improve the cocennection at the direct IP path, etc. Next, we describe
nectivity of end-to-end paths, by utilizing an overlay pattihese two mechanisms.



3.1.1 Identifying Short Overlay Paths By definition, ellipse is the policy that seeks to mini-
mize the delay of the overlay path, and thus it is expected

ection 4.2) we verify this assertion through simulation.

the source and the destination terminal node close to 1.ed on the above we use the ellipse routing policy for
delay of the direct IP path. This is achieved by Ut”izmpesilient shortest path overlay routing

only information about the coordinates of relay nodes, as
well as the coordinates of the source and destination node. o .
One can implement a variety of policies for the seleg-1.2 Identifying Working Overlay Paths

tion of the most suitable relay node. The following arg . .
. oy he second mechanism implemented by the one-hop
general examples for selection policies. They do not nec-

essarily all provide a path with minimized delay and ma&verlay routing is used for the selection of working paths.

achieve other routing goals. However, they illustrate th {ter 'de”“fy'”.g. the best relay node by ut|I|_Z|ng one of
the above policies, the source node tests if the selected

a overlay network developer can pick the most suitable : . S
policy out of a set possible policies. overlay path is functional, i.e. if the overlay path between

the source node and the relay node, as well as the path

e Source CircleThis routing policy selects as a relaypetween the relay node and the destination node are func-
(R) node the one that is at the closest distance to tfignal. This can be done by simply trying to transmit data
source §) node: along the path or by active probing. In case that the over-

S1S)={ R | Vi |S—R|<|S—-Ri } lay path does not work, the source node selects the sec-

ond best node based on the routing policy, and repeats

e Destination CircleThis policy selects as arela®] the same procedure. This procedure returns successfully

nodes the one that is at the closest distance to {jgn the first relay node that can provide a working over-
destination D) node: lay path.

S*(D)={ R | Vi |[D-R|<|D-Ri] } Itis interesting to point out that there is a possible con-

« Middle Circle: This policy selects as a relayg] f!ic'F between identifying a working overlgy path and iden-
node the one that is in the closest distance to the mﬂﬁylng a short overlay path when the direct IP path does
dle point between the sourcg)and the destination not work. Indeed, it is very possible that the direct IP path

(D) node: and a short overlay path traverse through the same parts
S3(8, D) _ { R, M=(S+D)/2 | Vi of the network, and thus both of them can be prone to the
M 7 R| < |M N Rl same set of failures. Thus, one may need to probe more

than one relay node in order to identify a working path.
e Middle Line: This policy selects as arelafg] nodes Furthermore, randomly selected relay nodes can be more
the one that is in almost at equal distance both fromseful in this case. Our evaluation (Section 4.2) shows
the source§) and the destination’{) node: that selecting the firsi-relay nodes based on the ellipse
SYS,D)={ R | Vi routing policy yields almost the same resiliency to faikire
IS—R|—ID—-R|| <||S=Ril|—||D—Ril|| } asrandomly selecting five relay nodes.

e FEllipse: This policy selects as a relay} node the -
one that minimizes the sum of its distances to tt&2 Advanced Resilient Shortest Path

source () and destinationip) node: o : .
S5(S,D)={ R | Vi There are two main issues when using the resilient short-

‘ S est path routing, described in the previous sectibinst,
IS = R+ 1D =Rl < IS = Bl +||D = &ill} due to the inherent errors in the embedding of nodes into

Each of this policies defines a certain area in the coortlie coordinate space, it is possible that the first node, se-
nate space. For example, if we assume a two dimensideated based on one of the ellipse routing policy, may not
space, then the first policy will select a relay node Hye the best node that achieves the application objective.
searching within concentric circles centered at the souigecondin the basic mechanism for identifying a work-
node. Figure 2 shows the shapes of the areas for the abiogeoverlay paths we have assumed that the paths are tried
policies in a two dimensional space. Note that the pictuzensecutively, i.e. if the first path does not work the sec-
does not show the middle circle policy, given that its aresnd path is probed, and so on. This strategy adds addi-
looks like the area of the source or the destination cirdienal delay to the routing process which may not be tol-
policies, with the difference of having the center of therable for some applications.
concentric circles at the middle point between source andNe therefore provide a simple extension to the resilient
destination node. shortest path routing, with the dual goal of improving the



First2 Nodes v Parallel Measurements e Random: This is an overlay network that selects the
= . =) best relay node out of randomly selected nodes.
7 g = The one-hop source routing overlay network [15] is
= = one possible implementation of such a system.
- =T i = e Plain IP: This is just the IP network, i.e. it does not
Best Relay Node - i/ Parallel Measurements use any overlay nodes in order to improve the round-
- - —— trip times and to overcome network failures.
= = The goal of this evaluation is to answer questions such
= as the following: Are the paths selected by the coordi-
- = - nate based system close to the optimal ones? How much
better is the coordinate based system against the random

scheme? How is the effectiveness of the coordinate based

Figure 3: The advanced resilient shortest path routing i%‘uting affected by the number of relay nodes and the
proves the quality of the overlay path with parallel meay, ber of terminal nodes?

surements at the firgtrelay nodes selected by the routing

policy. . . .
4.1 Simulation Settings

order to answer questions such the above we built a
w-level simulator. For each simulation scenario we se-
ect N relay nodes and/ terminal nodes. Both types

nodes are randomly placed in a network topology. We

quality of the selected overlay paths and of minimizing t é
response time in identifying working paths. The mainid
is to perform parallel measurements to the firstelay

nodes that are selected by the routing policy. In this way, ) )
we are able to identify the best overlay path out of the se two types of topologiesy) IPS-level topologies that

paths selected. Furthermore, given that we probe all'g constructed l?y using the Rocketfugl data [27], Bnd
them at the same, we can minimize the time needed’At -level topologies that where synthetically generated by
identify a working path. The exact numbkerof parallel using the BRITE t.opolog)./ generator [1]. The sizes of the
measurements is specific to the application needs. ISP-level topologies are in the order of 100 nodes while
égg AS-level topologies are of 1SOOQ no_des. I_—|owever,
scheme for one-hop routing works. We assume that th st of the results that we present in this section come
rom simulations on AS-level topologies. We show only

are two parallel measurements and that ellifsy {s the its b h Cth A
policy used in this example. First the source terminal npoe_Se results because they represent the worst-case sce-
rio. The reason is that ISP-level topologies very rarely

identifies the best two relay nodes based on their coordf: . . L ;
nates. Then it probes both of them in parallel and ideW-oIate the triangular inequality (i.e. contain paths that

tifies the one that provides a working overlay path th ?nnect two r_lodes through a third node W'th a shorter de-
has the shortest delay. Note that in this example, the ggtthan the direct IP path) and thus the quality of the over-

b . . 4
node proves to be the one that was selected second b))?IXéO attﬁs sei_ecte;d b)i[.usmghthe coordinates is as good as
ellipse routing policy. using the optimal routing scheme.

We simulate application-generated traffic as sessions
between terminal nodes. The initiation of a new session
4 Evaluation follows a Poisson distribution and the duration of a ses-
sion follows an exponential distribution with a mean of

In this section we evaluate the effectiveness of the ong» Minutes. These specific settings simulate VoIP calls
hop overlay routing in selecting good overlay paths. Firdf]- However, we do not expect that our conclusions are
we evaluate its ability to identify relay nodes that can pr ected by the exact distribution of the session duration.
vide short overlay paths. Second, we evaluate its abilWh”e the absolute numbers about the effectiveness of the
to identify alternative working paths in the case that tt1e-hop coordinate-based routing shown may change, the
direct IP path is not functional. Furthermore, we compak@lative numbers should be the same when compared to
the performance of the one-hop coordinate-based overa§ oPtimal, the random and the plain IP routing schemes.

routing against the following other three routing schemes:In addition, we simulate network failures caused by
failures on links that are randomly selected. The duration

e Optimal: This is an overlay system that can providef each link failure follows an exponential distribution,
the optimal working paths (in terms of the round-trigvith a mean of 10 minutes. Again, note that the distri-
time). One possible implementation of such a systdmtion of duration of the link failures does not affect our
can be the RON overlay network [5]. conclusions. In the case of a network failure, we assume



that the routing tables are not updated instantly and titaimpute the probability of identifying the shortest over-
there is a period during which all application sessions tHay path when we selected the fidstrelay nodes. Ta-

go through the failed link are not functional. The delay dfle 1 shows the probability that the overlay node provid-
routing updates follows a distribution similar to the disng the shortest path available is among the overlay nodes
tribution of routing update delays observed in the BG$elected based on the one-hop routing as well as the ran-

system [19]. dom scheme. The table shows that, for example, selecting
four nodes is enough in order to identify the shortest path
4.2 Simulation Results in more than 50% of the cases. In contrast the random

selection performs poorly, given that it cannot identifg th
In the rest of this section we provide simulation resultdosest node even in 5% of the cases and for the same
with the goal of answering a set of questions, related witimber of selected nodes.
the effectiveness and the scalability of the coordinate-Figure 6 shows how the number of relay nodes that
based routing scheme. were initially selected for the parallel measurements af-
fects the quality of the selected overlay paths. It pro-
4.2.1 Which coordinate-based routing policy per- vides the average latency for a large number of sessions
formsthe best? initiated between random terminal nodes, which use the

. _ shortest possible overlay path. The optimal scheme al-
In Section 3.1.1 we presented a number of candidate rcw‘tjl Poss veray p Py

) . . ys finds the best overlay path, while the random and
ing policies for the selections of the shortest overlay Palile’coordinate-based find the best overlay path that is pro-
and we argued that the ellipse is the one that can prov,

the best paths. Wk d its that ‘'t Ged by the set ok relay nodes. For reference, we also
€ best paths. We now provide resufts that SUpport Tz 1o average delay of the sessions when they use plain
claim (see Figure 4). These results are based on a si

: ) . routing. For this particular simulation setting, we see
lation with 100 relay and 1000 terminal nodes rar_1do ¥at the coordinate based scheme can find paths as good as
placed on AS-level topology. It shows the cumulative di

tribution function (CDF) of the del h | t he optimal scheme with only five parallel measurements.
rioution tunc |0n_( ) of the delay on the averlay pat terestingly, the random scheme of 10 parallel measure-
that utilizes the fist selected relay node, for each routi

) . ts finds path thanth dinate based sch
policy. Note that the figure shows the actual delays of t IS incs patis worse than tne coordinate based scheme

: ith two parallel measurements.
paths as they are measured in the topology, and not t

delay taken from the coordinate system. It also shows @gmlggr?]etgz\?\fhfehnethaev\?;?igicftrZEC):esrga}gt t\);e l;rl}lsscl)eartllggm
CDF for the delay of the overlay paths selected by the 9 X P

timal and the random routing scheme %Re latency distribution. Figure 5 shows the cumulative
9 ' . . distribution function (CDF) for the delays on the selected

These results, as well as the results of other simulations ; )
on different topologies and overlay network sizes, su ogterlay paths for the different routing schemes. We see
polog yn ) » SUGIELt with five selected nodes the coordinate based routing
that the best coordinate based routing policy for the one-

hop routing is the ellipse. Intuitively this can be expectep rforms almost as good as the optimal scheme. More-

iven that this policy tries to minimize both the distanc%ver’ we see that the random selection performs quite
9 policy oorly in identifying the shortest paths. For example with

to the source and destination. Thus, if the coordinate sgs- . )
. s , selected nodes, the random scheme can identify paths
tem can predict the nodes’ distances without errors, trk n
|-

elliose routing policy can perform as qood as the o at are on average around 25 msec longer than the paths
P g policy P 9 pse'[ected by the coordinate based routing scheme. Inter-

mal scheme. Indeed, simulation results on the ISP-level. . . .
. . stingly, if we use the one-hop coordinate-based routing
topologies show that the ellipse performs as good as A

) wi just one node we can achieve shorter delays than the
optimal scheme. Unfortunately, for an overlay networ .
random scheme of five nodes.

that spans the Internet, the best node determined base

on network coordinates may not always be the best node

in the real topology, due to possible mapping inaccurac#®2.3 How does the number of relay and terminal
of the coordinate system. Applications that seek to further nodes affect the quality of selected paths?
improve the quality of the selected overlay paths can use

the advanced resilient shortest path scheme and perff#itively, by increasing the number of relay nodes in the
parallel measurements to selected relay nodes. network there is higher chance that the shortest overlay

path between two nodes becomes even shorter. On the
other hand, it is not clear if the different routing schemes
can capitalize on this fact. Clearly, the optimal routing
scheme by definition is able to do so, given that it always
By using the same simulation setting as before (100 reksglects the shortest overlay path. Similarly, the coordi-
nodes, 1000 terminal nodes and AS-level topology) wate based should be able to find shorter paths, under the

4.2.2 How many relay nodesarerequired for parallel
measur ements?
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Figure 4: Network distances for the first relay node sEigure 5: Network distances of the best overlay path se-
lected, compared to the shortest and a random ovellegted out of the firsk relay nodes, when k is 1, 3 and

path.

5.
[Nodes| 1 | 2 | 3 | 4 [ 5 [ 6 | 7 [ 8 [ 9 | 10|
Coord. | 18.30| 31.80| 46.60| 59.80| 65.20| 70.80| 75.00| 77.50| 80.50| 83.10
Random| 1.03 | 1.98 | 299 | 396 | 494 | 6.05 | 6.93 | 793 | 9.07 | 9.89

Table 1: The probability (%) of identifying the best avaipath, both for coordinate based routing and for random
selection, when the number of selected overlay nodes rdrgyasl to 10. The number of relay nodes is 100.
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assumption that the prediction errors stay the same. shortest overlay paths are also not available. The follow-
contrast, the random scheme should not be able to takg simulation results show under which situations this
advantage of the additional short overlay paths, given tmaay happen.
increasing the number of relay nodes also increases th€&igure 7 shows the number of failed sessions that ap-
number of paths with longer latencies. pear in a simulation with 1000 terminal nodes and 100
Figure 8 shows the average latency for the shortestay nodes, placed randomly on an AS level topology,
overlay paths, under the different routing schemes. Tihen the number of relay nodes that are used to perform
shortest IP path is also plotted, just for reference. As earallel measurements changes. A session is considered
pected, the optimal overlay routing can identify shortés have failed when it cannot be initiated or if it is dis-
paths as the number of relay nodes increases. Interespted (no end-to-end connectivity) for more than 10 sec-
ingly, with 100 relay the average latency of the overlaynds. The figure shows the failures for the three overlay
paths is higher than the IP paths, but it becomes lower fouting schemes, in reference with the failures that appear
300 or more relay nodes. As expected, the figure shomsonly using IP routing. Clearly, when only one over-
that the random routing scheme cannot take advantagéagfnode is selected (i.e. there are no parallel measure-
the fact that there are more short paths when the numbemats) the coordinate-based scheme does not perform as
relay nodes increases, because there are more long pattkas the optimal or the random scheme. As explained
also. Surprisingly, the coordinate-based routing schemreviously, this result intuitively is expected. On the
cannot capitalize on this fact also, but for a different reather hand, when the number of parallel measurement in-
son: Adding more relay nodes increases the probabiligeases, for instance to five, the coordinate-based scheme
of introducing a violation of the triangle inequality, whic can identify working paths that are as good as the ran-
leads to less accurate predictions based on the coordinatem scheme, and almost as good as the optimal scheme
and consequently poorer selection of relay nodes. Fortwhich gives the minimum possible number of failed ses-
nately, the figure shows that the average latency for thiens). Clearly, the figure shows that the coordinate-based
coordinate-based routing scheme remains the same, irstdteme can perform as good as the other too schemes.
pendently of the number of relay nodes, which means tiNgxt, we verify if this is true under different simulation
the worst prediction and the larger number of short patbettings.
even out each other. Figure 10 gives the number of failed flows, when on
Figure 9 shows how the different routing schemes scaleerage 25, 50 and 100 flows per second are created. The
with the number of terminal nodes. These results shawmber of link failures on average was set to 3 failures
that the performance of the different routing schemesper link per year. The figure shows that all schemes per-
independent of the number of terminal nodes. Indeddrm almost equally well, independent of the number of
the quality of the overlay path between two termingenerated sessions. They can reduce the number of failed
nodes should not depend on the presence of other terflows by two thirds. Similarly, Figure 11 gives the number
nal nodes, but only by the presence of the relay nodesfailed flows, when varying the average number of link
This is true also for the coordinate-based routing, evéailures per year. We consider the following three cases:
though one may expect that adding more terminal nod=zch link fails on average 3, 6 and 12 per year. Also the
can also decrease the quality of the prediction. The remmmber of flows created is 100 per second. This picture
son that the coordinate-based routing is not affected ts tkhows a similar pattern as the previous one. In conclu-
terminal nodes are never used for relaying sessions, amh, the above results show that the coordinate routing
thus adding more violations of the triangle inequality, bycheme provides almost the same resilience as the other
adding more terminal nodes, affects only the predictitwo schemes, RON and one-hop source routing.
errors for selecting terminal nodes rather than the predic-

tion errors for selecting relay nodes. 4.25 How does the number of relay and terminal

nodes affect the selection of working paths?

424 Can the coordinate-based routing identify I Id lik h , ¢ wheth
working pathswhen thel P path doesnot work? Finally, we would like to answgrt e question of w et_ er
the effectiveness of the coordinate-based scheme to iden-

In this section, we examine if the coordinate-based rotify working paths scales with the number of relay and
ing scheme can provide the same resilience for netwdekminal nodes.

failures as the two other schemes. Intuitively, one mayFigures 12 and 13 show the number of failed ses-
expect that it will perform worse under the following arsions, when the number of relay nodes and terminal
gument: overlay paths with short delay are likely to shan@des changes. Both figures show that the ability of the
many links with the direct IP path, and thus when the dioordinate-based scheme, as well as the optimal and ran-
rect path is not available there is a high probability that tidlom one, to identify working paths when the direct IP path
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Figure 15: Latencies of overlay paths with two and three
Figure 14: Examples on multi-hop and multicaselay nodes.
coordinate-based overlay routing.

to communicate with the destination noflethrough an
does not work is independent of the size of the overlayerlay path of three hops. Itfirst runs the one-hop routing
network. Intuitively, one may expect that adding more rgcheme between itself and the destination, which yields
lay nodes will increase the probability of finding a workithe relay noder1, and an overlay path with one hop
ing path. On the other hand, given that even the optim@ — R1 — D). Then it applies the same procedure be-
scheme doesn’t improve with a larger number of relayeen itself and nodet1, as well as nodez1 and the
nodes, we come to the conclusion that the remaining fajlestination nodé, which yields relay node®2 and R3
ures are not recoverable, i.e. are last hop failures. respectively. At this point the source can set up an overlay
path of three hops{ — R2 — R1 — R3 — B). In case that
more nodes are needed it can apply the same procedure in
any subsection of the current overlay path. The upper half

art of Figure 14 shows graphically how the above proce-

One can extend the idea of coordina‘;e-basgd routing ﬁﬁ’re works for an overlay path with two relay nodes.
yond the one-hop. The next two sections discuss how t igure 15 gives the delay on the overlay paths when us-

implement two other routing schemes: a multi-hop and a : . )
) . . Ing the above multi-hop coordinate based routing scheme,
multicast coordinate-based routing scheme.

with two and three relay hops, and it compares it with

a random multi-hop routing scheme, where each hop is
5.1 Multi-Hop Routing randomly selected. It shows, that the coordinate based
rsceuting provides considerable improvements over a rout-

One-hop overlay routing is sufficient to overcome mo . .
. " ng scheme that randomly selects relay nodes, given that it
failures and to improve the performance of end-to-en

paths. On the other hand, there are applications that cfglsrr\] identify overlay paths with two and three_ relay nodes
. g at are shorter by 75 and 100 msec respectively. While a
benefit by utilizing more than one hop. For example ovef Js .
L orough evaluation is required, never the less the above
lay networks for anonymous communications [12, 17] re- . )
. . . ; results suggest that the multi-hop scheme shares the main
quire more than one hop in order to implement their func- O .
! . . . dvantages of the one-hop scheme: itis scalable and it can
tionality. Thus, a multi-hop overlay routing scheme th%entif short overlay paths
seeks to minimize the network delay of end-to-end flows y yp '
would be beneficial for such applicatidnsin general,
applications that require the use of more than one middg2  Multicast Routing
box can improve their performance by utilizing this multi-
hop coordinate-based routing scheme. The coordinate-based overlay multicast routing works as
The basic idea is to recursively use the one-hop cofelows: We assume that we have a set of terminal nodes
dinate routing scheme, presented in the previous sectii@t want to construct an overlay multicast tree, by utiliz-
until the required number of overlay hops is met. We coiig the relay nodes. By applying a well-known clustering
sider the following example. The source nafleneeds algorithm [13], such as k-means or hierarchical cluster-
- _ _ _ ing, each nodes is assigned to a certain group. The main
_Note, that the anonymity of the sender is not necessarilyptom .5ty of the clustering is that nodes that belong to the
mised by routing on an overlay path defined by coordinatesngihat .
that receiver or a relay node can only identify the roughatiea of the S@Me group are close to each other, based on the distances

sender. derived from their coordinates. Furthermore, every group

5 Beyond One-Hop Routing

12



is allowed to have a maximum number of members, in dR path to a destination is not functional, the source ran-
der to limit the number of connections originating frondomly selects an overlay node that forwards all the traffic
the relay node that is going to support the group. Then,the destination. In most cases at least one out of four
each group computes the coordinates of its centroid aaddomly chosen overlay nodes can forward the packets
identifies the relay node that is closest to the centrdidased on Planet-Lab experiments). Thus, one-hop source
(within the coordinate space). This relay node is electealiting can be scalable with the number of participating
as the cluster-head of the group. Consequently, all termédes, but it cannot identify short overlay paths. In con-
nal nodes in each group connect to the cluster-head of ttast, our scheme has a complexity®fN) and can iden-
group. tify short overlay paths at the same time.

At this point, all terminal nodes are connected to a cer-Application level multicast [8, 2, 31, 7] has been pro-
tain relay node but the relay nodes are not connected witsed in the past in order to overcome the hurdles of net-
each other. Thus, the above procedure is repeated but andyk level multicast. Again, these overlay systems trade
for the cluster-heads, i.e. cluster-heads are assignef tostalability for performance. For example ESM [8] con-
ferent groups, the centroids for the new groups are costructs the optimal multicast tree in terms of network de-
puted, and so on. This procedure is repeated until all pky, but it cannot scale to a large number of participants,
ticipating nodes, relay and terminal ones, are connectfiit.the same reason that Detour and RON cannot scale. In
Note that this algorithm can naturally be modified for theontrast, Yoid [31] or HMTP [31] scale to large groups,
construction of multi-layer multicast trees [7], by creati but they cannot compute efficient multicast trees. Fi-
a fully connected meshes within each cluster and allowally, NICE [7] seeks a compromise between scalability
ing only cluster-heads to forward traffic to other clusteand performance by following a hybrid approach. At the
heads. higher level multicast nodes are connected like in ESM

The lower half of Figure 14 shows an example case gifstem, while at the lower level nodes are connected like
an overlay multicast network construction. There are fiue Yoid or HMTP. In contrast, our coordinate-based multi-
terminal nodes that want to set up a multicast session. Feast routing system can implement any of the above three
thermore, we assume that each relay node can suppotypés of overlay multicast systems without compromising
most three connections for this session. This restrictisgalability or performance.
implies that the size of each group cannot exceed threeetwork coordinate systems [21, 10, 9] provide an easy
nodes (one relay and two terminal nodes). Thus, the clagd scalable way to predict distances between hosts in the
tering yields 3 groups: two with two terminal nodes anghternet. Coordinate systems are in particular useful o de
one with just one node. Then, based on the position of legmine the distance between a potentially large number
centroids, three relay nodes are selected and are connegfémdsts where measuring the round trip times between alll
with the terminal nodes. By repeating the same proceduissts would involve prohibitively high costs. The basic
for these three relay nodes, we identify a forth relay noddea of coordinate systems is that each host is assigned
which connects with them. At this point the constructio@ a certain coordinate in a multidimensional Euclidean
of the multicast tree is over. Note that under a differegpace such that their coordinates map the network dis-
restriction for the maximum number of connected nodesce between any two hosts in the Internet. While our
we could have had a different multicast tree. For instanegordinate-based routing uses network coordinates it dif-
if the maximum number of connections allowed by eagbrs from the previous work on coordinate systems in the
relay for this session was five then all the terminal nodesnse that it extends their application beyond the closest
could have been connected to just one relay node, actuallyle selection.
the one that was selected last in the previous case. Meridian [30] is a system that provides a set of services

useful for the construction of distributed applications. |

achieves that without using network coordinates, which
6 Related Work makes it more accurate in terms of selecting the most suit-

able node compared to a coordinate-based system. On the
Detour [24] and RON [5] are overlay systems that can imther hand, Meridian employs active probing between a
prove the performance and the reliability of end-to-emdoderate number of nodes. Thus, each Meridian lookup
paths. Both systems implement routing by utilizing a linkakes an additional delay (in the order of 200msec) that
state like protocol at the application layer. By followingnay be prohibitive for some real-time applications. Most
this approach any participating node constantly receiviegportantly though, all services provided by Meridian are
updates by all the other nodes, which leads to a netwadstricted by just one geometric shape, i.e. a circle cen-
wide message complexity aP(N?). One-hop sourcetered in a specific point. Thus, the one-hop or multi-
routing [15] seeks only to improve the availability of endhop routing based on the ellipse routing policy cannot be
to-end paths by following a different approach. When tlimplemented with Meridian. In contrast our coordinate-
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based routing system can support any geometric shapeRefeI‘enceS

I3 [28] is an overlay system that supports a range;
of primitive functionalities for distributed applicatisn
These include but are not limited to multicast, anycaé ]
and mobility support. 13 achieves that by offering al3]
rendezvous-based communication abstraction. The I3
system can provide the mechanisms for the implementa-
tion of the forwarding paths in our coordinate-based rout-
ing system. P2 [20] is a new programming paradigm, thd#]
uses a declarative logic language for the implementation
of different types of overlay applications. Both I3 and P2
are orthogonal to our system, but all of them have one gof]
in common: they seek to implement a range of overlay
systems by providing a common framework. |13 provides
the framework for the construction of forwarding paths|e]
P2 provides the framework for the programming of over-
lay systems and our coordinate-based routing provides the

framework for routing in overlay networks. [7]
(8]
7 Conclusion o

In this paper, we have proposed a fundamentally new ap-
proach to routing in overlay networks. This approach “'§0]
based on the use of network coordinate systems. The main
idea is to execute overlay routing decisions within the co-

ordinate space of a network coordinate system. The rOFitI
ing decisions are governed by a routing scheme that deter-
mines how the system should identify relay nodes in the

coordinate space. Many different routing schemes can
implemented depending on the specific goals of a overl[ay
network. We have presented an example routing scheme,
the one-hop coordinate-based scheme, that provides £5
ror resilience and determines the shortest path throug#ar]
overlay network.

Our proposed coordinate-based overlay routing schem@
comes with the following three main benefits compared
to existing approaches to overlay routing: i) it provides
a performance that is close to optimal and does not trade
efficiency against other goals (e.g. scalability), ii) itshaf15]
a message complexity of O(N) and scales very well over
a large number of overlay nodes and iii) it enables the
implementation of various routing schemes on the same
overlay network infrastructure allowing service provisier[16]
to offer different overlay networks to multiple customers.

With our new approach to overlay routing we attain
a scalable, efficient and flexible platform that can edgs7]
ily host various overlay networks. It greatly simplifies
the development of new overlay networks since it only
requires the definition of the appropriate routing schermues)
that achieves the goals of the overlay network.
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