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Abstract: Emerging applications are characterized <« The Multimedia Transport System (MMT3]
by highly different service requirements. Most provides the commmication platformfor the
importantly, they require specialized end-to-end above applications. It is based &T-II, the

quality of service and multicast support from the Internet Stream Protocol Version 2, as
communication system. The BERKOM-II projects networklayer protocol [4],and a part of XTP
comprise application support as el as an (Xpress TransfeProtocol) [5], the sodlled
enhanced communication systefthwnulticast and XTP-Lite, as transport layer protocol.

QoS support. In the first section of this paper, the

BERKOM-II projects are shortly introduced, and Multimedia Multimedia
the Multimedia Transport System (MMT) is Mail Collaboration
described in some detail. Section 2 gives an

overview over QoS support and group -
communication of the XTP-Lite protocol. Finally, ¥r‘;';'mi‘:;a
section 3 describes the implementation architecture. sP

UDP TCP XTP-Lite

1 Introduction \ /

The BERKOM (Berliner Kommunikationssystem)
project is one of the most prominent Broadband
ISDN trial projects worldwide. Several computer
manufacturers and research institutes, such as
Digital, Hewlett Packard, IBMSiemens, and GMD :
(Gesellschaft fur Mathematik und Datenverarbeit- LLC
ung), participate in the BERKOM project. The '

current phase of the projectyhich is named —l— —l— —l—
BERKOM-II, comprises threenain areas of work FDDI Ethernet ATM
(Figure 1):

ST-I

_ _ _ _ Figure 1: Protocol Architecture of MMT
e The Multimedia Collaboration Service

(MMC) [1] supports joint working in a _ _
distributed environment. It allows users to!Ne BERKOM-II Multimedia Transport System
share applications and to participate ifMMT) is designed with ~an emphasis on
audiovisual conferences. communication between distributed ulimedia
applications. These applicationsimultaneously
 The Multimedia Mail Service (MMM)[2] handle severahighly diversedata streamssuch as
facilitates exchange of multimed@ocuments @audio, video, and conventiondata comranication.
including audio and video annotations. Each of these data streambas different
requirements concerning theu&ity of Service
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(QoS) provided by the commmication system. The Generally,the MMT stack isable tooperate over
requestedservice can be described and negotiated aeveral networks. However,only networks that
the MMT service interface by several QoSallow resource reservation, such as ATM, @bk to
parameters such a®roughput, maximum TSDU guarantee a certaguality of service. Currently, the
size, delay, and severalreliability classes. MMT protocol stack workslirectly ontop of ATM.
Furthermore, a guarantegass indicateshow the Private ATM networks of the project partners are
QoS parameters should be guarantedduring interconnected with thepublic German Telekom
connection establishment phadiee requested QoS pilot. Firsttests betweeBerlin and Karlsruhehave
parameters are negotiated between sender and a@m®wnsignificant improvements withespect to the
or more receivers. The negotiat€bS parameters quality of communicationcompared to traditional
described in theresulting service contractare data transfer via Internet.

guaranteed as long as tlagplications obey their

traffic characterization. 2 QoS and Multicast Support

Basic QoS guarantees are provided by resourcd "€ MMT pro_tocol arch_ltecture Incorporates
reservation on networlevel. Currently,the MMT support for Qality of Service management and

protocol stack uses the connection-oriented protocBT‘ult't():as’t cg&nrgunlcatllc_)n. r’?‘dd't'onil functionality
ST-II for this purpose [4]. Other protocols, such a as been added to realize these tasks.

RSVP with IP[6], can be used instea&T-Il is ) )
based on so-calledtreams Streams are routing 2-1 Q0S management in XTP-Lite
treesfrom one sender to one or more receiveith  Guaranteedquality of service from application to
associatedjuality of service.ST-Il is anunreliable application is based on sever@oS management
protocol that achieves efficiency by avoiding tasksinside the comnanication systen{7]. Apart
segmentation and reassemb§CMP, the Stream from the enhancedservice interface with several
Control MessageProtocol, is areliable control QoS parameters, XTP-Lite provide®0S mapping
protocol for connection establishment andof service parameters appropriate parameters of
maintenance. As @it of connection establishment, underlying protocols. The BERKOM-II project
SCMP negotiateQoS parameters of a stream. Fordefines similarparameters on XTP-Lite an8T-lI
this purpose, a data structure, the deda |evel, andhus, these parameters can be mapped in a
FlowSpec containing all QoS parameters, is straightforward manner. Mapping ofST-II
distributed to all involved systems. parameters on ATM gnaling parameters [8] is a
_ _ more complicatedask [9]. The XTP-Lite protocol
The connection-oriented transpdetyer protocol, as designed to evk over severalprotocols (e.g.,
XTP-Lite, enhanceshe basic service ofST-Il in gt ATM, RSVP/IP), and therefore alternative
order to provide service flexibility. X TP-Lite mapping functions ere developed tmap XTP-Lite

supports unreliable and reliable duplexpoint-to-  harameters on parameters of each of these protocols.
point connections asvell as simplex multipoint

connections. Furthermore, a variety pfotocol Normally, in XTP-Lite QoS negotiations part of
functions suited forhighly diverse communication the connection eablishment procedure, but
requirements can be selected based onsémeice additionally, parameters can benodified and re-
specification. For connection establishment, a 2-negotiated duringlata transferQoS maintenancis
way-handshake or alternatively an pifdit  achieved by selectingppropriate protocol fugtions
connection establishment can be performed. Thend parametersidditionally, QoS parameterdhave
activation of severainechanismsgor error detetion  to be monitored continuously durimtgta transfer. If
and correction is based on the requicgdility of a QoSviolation is detected, protocdunctions and
service. Rite control supports the continuos transfeparameters are adaptadcordingly, and ithe case
of multimedia data, and finally, special protocol  of a major violationthe application is informed. For
mechanismssuch as selectiveepeat are used to this purpose, aQoS monitorwas designedhat
achieve an efficient transmission of data. operateswith XTP-Lite as well as with other
protocols [10], [11].



2.1.1 The XTP-Lite Service Interface traffic, while short QoSviolations are allowed. In

XTP-Lite provides an enhanced service interface ifontrast, the guaranteedlass allows no QoS
order to Specify and negotiate a Certa'mua"ty of V|O|at|0ns, even under worst conditions.
protocols. Several QoS parametersapplied at the parameters

service interface and allofer aflexible selection of

) ) In order to support QoBarameterspecific to the
services. In detail, the QoS parameters pport QOB P

transport service interfac®oS napping is requed.

« throughput: number of TSDUSs (transport data&XTP-Lite has to translatQoS parameterwisible at
units) per second, its own service interface into corresponding

parameters of thenderlying layer. In thisection,

+ delay: end-to-enddelay of one TSDU in the mapping of XTP-Lite parameters onST-II

milliseconds parameters is discussed. The derived parameters are
thenfilled into the ST-1I FlowSpec. NetworKayer
 maximum TSDU size in bytes, and and transportlayer parameters of MMT arevery
o similar, as shown in Table 1.ofh layersuse alimit
* reliability and a desired valur SDU size, throughput, and
can be specified separatdtyr each direction of a delay, and ayuaranteeclass to describehe desired
duplex connection. level of guarantee. Furthermore XTP-Lite provides

several reliability classes. Themain difference
The first three parameterdform the so-ched betweenQoS parameters at XTP-Lite an8T-II
performance parameters. Each of them &cifipd level is the data unit size they refer to. Network layer
by an interval ranging from a desired valwal¢e parameters relate to NSDUs (netwadrvicedata
to a hard boundifnit). DuringQoSnegotiation, the units) instead of TSDUs (transport service data
desired value isreduced based on the adlable units). Sincethe transporiayer is able to segment
resources, but if it reaches thgpecified limit, dataunits, the TSDU sizgenerally differs from the
negotiation has failed and the connection is rejectedNSDU size. Thus, théransportlayer has to map

TSDU-based valuespecified by applications on

For thereliability, five separate classes have beemSDU-based values of the ST-II FlowSpec.
defined ranging from an unreliable service with or

without errorindication to a totally reliable service.

The classes are defined as follows: QoS XTP-Lite ST-I

type O: i ted and lost TSDU parameters

. e 0: ignore corr n
yp 'g orrupted and lost S guarantee best effort, best effort,

. type 1: ignorecorrupted TSDUsindicate lost | ClSSes guaranteed guaranteed
TSDUs reliability class 0-4 -

classes
* type 2: indicate corrupted and lost TSDUs maximum TSDU size NSDU size

service data
* type 3: ignorecorrupted TSDUSs, correct lost | unit size

TSDUs throughput TSDUs /s NSDUs /s
delay (in ms) per TSDU per NSDU

Table 1: XTP-Lite and ST-Il QoS parameters

* type 4: correct corrupted and lost TSDUs

All negotiatedQoS parameters are guaranteed by
the MMT protocols for thdifetime of aconnection
according to a so-calleguiarantee classelected by
the user at connectioestablishment time. The
guaranteelass distinguishes betweeedh effort and
guaranteed service. In the best effort class, the Q
parameters must be guaranteed for an avera

Obviously, there is no rapping requed for the
selected guarantedass sinceXTP-Lite and ST-II
use the same classes. Furthermore, réti@bility

Ss neechot bemapped becauseliability is only
Sgpported by protocol mechanisms of XTP-Lite. The
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remainingthree parameters refer to the TSBlde at the sender isable to detect whether the
on onehand andhe NSDUsize onthe otherhand. application obeys the traffic  specification.
If no segmentation anckassemblyare necessary in Additionally, a second entity at the receiver is able to
the XTP-Lite layer, mapping of these parameters cagetect QoSriolations ofthe comnunication system
be done straightforward. However, if a TSDU isby continuously measuring end-to-end QoS
segmented in XTP-Lite and transferred over th@arameters. The monitor operates ewiten, i.e.,
network inseveralNSDUs, napping becomes more XTP-Lite collects relevant information, reads the
complicated. system clock (which can k#one in one CPWycle

on modern workstations), associates collected

Considering throughput, thenumber of required
NSDUs must be derived in tliiest step as shown in
Formula 1. The valuenumber NSDUsdescribes

monitoring events with a time stamp antbrms the
monitor entity. Subsequently, this monitor computes
QoS parameters and checks f@oS violations.

how many segments are needed to transmit onghus,time critical systeninterrupts are avoided and
TSDU of the length TSDU_size considering a high performance can be achieved. Currently, we are
maximumlength of NSDUs NISDU_sizg given by  able to monitor the QoS parameters throughput,
ST-Il. Moreover, the protocobverhead of XTP- delay, jitter, and severarror-related parameters of
Lite (XTP_header_trailer_sizeincluded in each sjmplexdata streams. Each of the monitored QoS

NSDU is taken into account in the formula.

l TSDU_size M
number  NSDUs= :
H\ISDU_ size- XTP header trailer sEe

Formula 1: Number of NSDUs
In the second step, the throughput reque$teh

ST-II can be derived as shown in Formula 2. Th
throughput at ST-llevel is measured in NSDUs per

second, and thus must bmimber NSDUstimes
higher thanthe throughput at the XTP-Litgervice
interface measured in TSDUs per second.

NSDU_throughput = TSDU throughdlt  number NSDUsaground  a QoS-MIB — where all

Formula 2: Throughput in NSDUs per second

The delay parameter of the ST-Ievel is calculated
in a similar fashionFurthermore, mpping functions
for XTP-Lite over ATM, oralternatively, XTP-Lite
over ST-Il over ATM have been derived.

2.1.3 QoS monitoring in XTP-Lite

parameters is described by a so-cal@alS vector
including minimumandmaximum limits, dower and
upper threshold, an averagelue, an average
interval (definingthe number of consecutivelata
units over whichthe average is computed), a type of
service class (statistical, deterministi@sb effort),
and a fractional bound. Reactionstloé monitor can
be configured by a monitoring policy. Possible

Feactions areperiodical report, report ordemand,

immediatereport of QoSviolations, orreport of
warnings.

The QoS monitor comprises three entitighat are
able to wvork independently. Theyare grouped
QoS-related
information is stored. Foreach monitoreddata
stream, the MiIBincludes the QoSlimits of the
service contract aswell as neasured values. The
core of the QoSmonitor is a monitor entitythat
computes QoS parameters from protocol
information, updates QoSarameters in th&oS-
MIB, and detectsQoS violations. Furthermore, it
performsall communication withthe protocolentity.

In order tomeasure th@oSparameters achieved by The two otherentitiesare a presentatioentity and

the protocol stacland todetect QoSviolations of
the service contract,

implemented a monitor for high performance

an SNMP agent. The presentatiemtity graphically

we have developed and presentQoSparameters stored in the QoS-MIB. It

is activated andolely controlled by ahumanuser.

protocols [11], that iurrently under test with the The SNMP agentallows an integration of the

MMT protocol stack. In order to keep wpgth the

high data rates ohigh performanceprotocols, it is
placed into an autonomoesitity thatcommunicates
asynchronously with the monitored XTP-Lite
protocol. Logically, the monitor functions can be
divided into two parts. Amonitoring entity located

monitor into traditional SNMP management.

2.2 Multicast support

In addition to traditionalpeer-to-peercommunica-
tion, XTP-Lite also supportseliable and unreliable
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multicast communid#on. It provides asimplexdata according to thegiven group semantics. XTP-Lite
flow from one transmitter to an arbitranumber of also supports QoSrenegotiation during an in-
receivers. The management of coumcaion progress mnlticast association. Aany time during
groups is brought intdine with the BERKOM the mudticast connectionthe transmitter camitiate
specific application semanticsThe conference a renegotiation of theraffic specification. Those
system of MMC,for example, realizes conferencereceiverghat do not accept thhange dromut the
management at application levellhe so-called multicast group.
Conference Manager (CMjnaintains a list of all
users participating in the conference. Hence, tha Implementation Architecture
transmitting MMT user igble to givethe dentity of
all multicast receivers at connection establishmenfne objective of the BERKOM-II project is the
XTP-Lite alsosupportsdynamicgroup membership. Provision of atransportsystem suitabléor a variety
It is possible taadd or to delete an arbitranpimber of network environments. Therefore, it must be
of receivers during thdifetime of a connection. possible to rapidly switch beeen differenhetwork
However, the admission of receivers imlways delivery services, such aST-ll, IP and ATM
sender-initiated. Thereforegroup management in (Figure 1). Theimplementation should also be
XTP-Lite is calledsender-based available on different drdware platformsrunning
different operating systems. Tlseipport for such a
Extended protocolmechanismsare essential to wide range of system environments is facilitated by a
provide efficient data transfer towardsseveral modular,flexible implementatiorarchitecture shown
communication participant$l?]. Rate and flow in Figure 2. The XTP-Litemplementation is based
control, forexample, have been modified $apport on several system specific modusrounding the
an arbitrary number of receivers. Thmaulticast protocol core. The protocol coreonsists of the
transmitter gathers contrahformation from the protocol state mchine and several modules for
receiver setand evaluates it according to themanagement tasks.
application specifigroupsemantic. If arall-reliable
service is requiredior example,the valuesfor the Application I
error controlalgorithm are evaluated sucthat the
worstcase valuefor retransmissionare takerfrom
the set ofreceived control packet¥his meanghat
the nulticast sender retransmiédl of the lost data
reported in the set of control packei®m the

User Interface

| Send Buffer |_

receivers. It is also possible to include just a subj Protocol
of returned messagestiaffic control. The so-died | Buffer Managemen}— ~ State Machine

. ) ) (XTP-Lite)
active groupis made up from receivers whosg |

returnedinformation is used byhe transmitter to
control an association.

Network Interface I
There aredifferent waysfor a receiver toeave a

multicast connectionVhen it is ndonger interested
in receiving anydata, the receiveimmediately Network Protocol I
disconnects fromthe association. The transmitter _ _ _
can also force a certain receiveritumediatelydrop Figure 2: Implementation Architecture of XTP-Lite
out of the association withoufperforming any
retransmissions. Oncall data has beensent, the The separation of user, operatirgystem, and
transmitter initiates a graceful release ensuringetwork specific functionsinto external modules
correct delivery of all data to all receivers. facilitates integration ofthe protocol coreinto
different system and network environments.
The traffic specification is negotiated during However, it is not necessary to Change the
connection establishment. Conflicts caused bjmplementation itself. An unmodified TP-Lite

different capabilities of several receivare resolved implementation has beenn successfully ortop of

Operating System

Context

| Receive Buffer |—
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ST-1l aswell as ontop of IP just by mdifying the

network interface module. Ithe samemanner, the
protocol can be adapted tdlifferent operating

systems. Specific modules have been implemented
for Digital UNIX, Ultrix and Linux. Several modules
have been implemented tsupport different user

interfaces, like BSD Sockets API orX/Open
Transport Interface ARIXTI). The performance of
the XTP-Lite implementation has been improved

significantly by usingshared memory objects for

communication betweerthe application and the
protocol core. Thapplication programmedmks the
MMT library providingsharednemoryobijects to its
code. User data to be transferred is writtigectly
into the sharednemory. The applicatiosignals this
eventvia sockets to the protocalaemon. As one
parameter of thiscall, the application passes the
address of the shar@emoryobject to the protocol
daemon. Therefore, it i3ot necessary to copy user
data from the application’s address space into the

address space of the daemon. Write and read access
to the sharedgnemory iscontrolled by semaphores. [7]

Another important factor is thelesign and the
structure of sendnd receive buffers. Performance
measurements have shown advantages a

combined buffer management based on hash tables

[8]

and ordinary lists.

4 Recent Activities

An API has been implemented to directly access tr‘[g]

ATM interface on Digital ALPHA workstations
running Digital UNIX. Based on this API, a network
interface module for direct access to ATMbising

realized. This permits toun XTP-Lite directly on

top of ATM. Extended measurements and
performance evaluationswill be performed to
investigatethe behavior of XTP-Lite incell-based

high speed networks.
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