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I. INTRODUCTION « the sender might charge the receivers for the content

Multicast is an efficient paradigm for transmitting data frorfi the n'etwofrkhprowders Sho“;:d receive crjgvenule_ based on the
a sender to a group of receivers. Multicast incurs lower netwo'?ROp?rt'on or their rhesourceﬁ t fatthare u?e in mlu t'ga.St'th |
bandwidth and end-system costs than broadcast to all receiverlse us now see how each ot the parties involved in the mul-
or multiple unicasts to individual receivers. One of the maificast the sender, receers and_ the ISP(s), can benefit by using
impediments in wide scale deployment of multicast is lack of uIt|cast_. .AS far as a recever Is conc_erned It doe_s not matter
good business model. Any technology needs a good busing ther it IS receving d.ata through unicast or mglﬂca;t. Typ|-
model to succeed. Each of the parties involved must see sg Y a TECEIVET pays a fixed fee to its ISP. Ther_e IS no incentive
advantage in using the technology. In this paper we prese péthe receiver to pay or share the cost of multicast. A receiver

simple business model for multicast in the Internet that uses {Héght be interested in receiving multicast if the content is of-

inherent benefits of multicast to make it profitable to all the p _rgdtfreetoije}t a d'ﬁ.(:ou?t.?.? rati when rrltﬁltltcl?std '? ser;(z;]r will
ties, including the multicast sender, multicast receivers and the "erestéd in multicastit it makes sure that Its data reashes

network providers, that are involved receivers and by using multicast it pays less than it would\or
our model is ba,sed on the followi.ng principlelulticast re- unicast connections. It can then use a part of this profit to reduce

ceivers should not pay any extra charge for receiving multicad}e price of the content. It will be argued later that as the number

over unicast, the sender pays for the bandwidth used in multic5{ SCEIVErS INCreases the reduction in cost due to using multi-

to the Internet service providers and might charge the receiveq%St over unicast also increases. Hence the sender can afford to

for the content We describe our model and demonstrate thilcrease the discount of the content as the number of receivers
fease. This strategy is similar to the one used in many online

its use proves profitable to the sender, receivers and the Intef& i ) ;
P P es that reduce the price of an item depending on the amount

service providers. We also discuss issues related to this moda} :
implementation. so%. A sender could also multicast free content for an Internet

radio—like service where it covers the cost of multicast as well
II. RELATED WORK as makes profit through commercial advertisements.

Multicast pricing is receiving increasing attention in the re- There are several reasons why a network provider (Internet
pricing ng °asing service provider or ISP, National service provider or NSP) might
search community. Several interesting ideas [1], [3] have b

roposed. Unfortunately none of the ideas have been able interested in providing multicast. First, a service provider
brop ' y uSes the same or less bandwidth for multicastiny teeceivers

fully motivate all the parties involved in multicast including tht?h individually unicasting to each receiver. Hence it could of-

sc_ender, the network P“’Yidefs and_ the receivers. _Chuang - multicast service at a cost that is less than the castimes
Sirbu [2], through extensive S|mulgt|on§ of overa W|de.range e unicast cost. One might argue that this will lead to a reduc-
networks, have shown that the ratio of links in the multicast tr%%n in revenues; for the ISP because it is reducing its business
from a .send.er to receiver sites (or POPs) to the average NUrg, 1y v unicast connections to one multicast “connection” that
ber of links in unicast paths from the sendentoeceiver sites is offered at a lower cost. The argument in favor of multicast

ic 0.8 : . , .
is n. Our work differs from Chuang and Sirbu’s work in th%s that an ISP can accommodate only a certain number of uni-

following significant ways. First, we propose how the send:%%ft connections across a bottleneck link whereas it can support
i

charge could be divided among the network providers. Seco equal number of multicast connections through that link. By

r in model clearly identifies th nefits of th n N : ;
ou bus' ess model clearly ident gst e benefits o t. €se arging incrementally more for multicast it can serve more cus-
the receivers and the network providers. In our numerical exapr

ples, we also exploit the region betweeh® andn to provide
the benefits of multicast to all parties.

ers and get more revenue. In fact, our model shows that an
ISP could charge more for a certain bandwidth in multicast than
in unicast and still leave room for sender profit. An ISP might
I1l. BUSINESSMODEL also need to provide multicast service to stay competitive. In the

. . . ) . next section we analyze the profits of the sender, receivers and
Multicast is inherently beneficial. A good multicast businesge |sp when they use multicast.

model should be able to provide incentives for all the parties
involved. In this section we present our business model that V. PROFIT ANALYSIS
meets this requirement. In presenting our business model we- . : . .
: ; ; . . . he symbols used in our analysis are given in Table . The
use a scenario where a sender is multicasting multimedia data to X . : .
. . ender profit due to choosing multicast over unicast can be ex-
a group ofN receivers, however we believe that our approacsn

: . ; o ressed as follows:
generalizes to other scenarios, as well. The design pnnmpleé)o?

our business model are as follows: X = (Nayp, — C) — (Nzy — Nby) (1)
« receivers do not pay any extra for bandwidth for receiving
multicast versus unicast The first term is the sender profit when it uses multicast and

« the sender pays for the multicast bandwidth the second term is the sender profit when it uses unicast. The



x, — costof content per receiver when unicast —
z, — costof content per receiver when multicast /f\‘ K=3
b, — sender bandwidth charge of unicast to a single d; =2
receiver
N - number of receivers
n — number of receiver sites or POPs
X - sender profit (or loss) due to using multicast ove
unicast v
Y  — receiver savings due to using multicast over uni
Z  — network provider profit J=15
C - the multicast bandwidth usage charge

O Nodes left out due to depth d; additions

Fig. 2. Two subtrees inside an ISP

integer greater than one. We also assume that the subtrees are
constructed in such a way that each of the internal node#&has
branches except those nodes that are parents of leaf nodes (see

ISPA Figure 2). Depending on the value dfnot all nodes that are

Y. parents of the leaf nodes of the subtrees will hAveranches.

/ We will find that the expression we derive holds, even whken
. represents the average branching factor, which is not necessarily

NSP X an integer, for any general subtrees.
— Let L,,, be the number of multicast links in the subtrees of the
multicast tree in an ISP. Then
‘ ISPE I di—1

I
Receiver Lm = Z Z (KJ + (J — Z Kdifl)
i=1

ISP B X .
(Pop | ISP C ISP D 7
/) () NONOY

I
+[(J - ZKdi_l)/(K D) ©

Fig. 1. Multicast Involving Multiple ISPs The first term in Equation (3) is the number of linksirk -
ary trees of depth; — 1 (wherei = 1,2,3,...,1). The second
ion foC i : i thi . term is the sum of the additional links needed at deftim all
expression fot is derived in this section. trees. The third term is the sum of the number of additional
The receiver savings can be simply expressed as follows: |;\s needed in each treedue to leaves of depttl; — 1 be-
v — 5 ing eliminated by deptld; additions. By using simple algebra
= Tu = Im (2) Equation (3) can be reduced to
Multicast to receivers scattered over wide area networks might L,=[(K(J-1)/(K-1)] (4)

involve several ISPs (as well as NSPs). A typical scenario (show, L
in Figure 1) involves the sender ISP A, an NSP X providi Ve now prove that the above expression is true for general

backbone access and several ISPs A-E, serving the recei egr%& We redefin& to be the average branching factor fof
(RO-R8), connected to this NSP. There are two important pr% eral trees. Now the average branching factor, and hehce

lems. First, how much do the ISPs charge the sender for m I_Ehe ratio off.,,, and the number of internal nodes in theeees.
ticasf and s,econd how is the charge aig by the sender sh Hgt'ng that(.J — I IS Ly, minus the number of intermnal nodes
9€ p y efhe 1 subtrees, the right hand side of the above expression

among the multiple ISPs. In the remainder of this section W&duces tdl,,,. This shows that we can easily find the number

pr(\alserfl't s;alémtons FO b;:h thr:ase profblemsa. idual ISP. Th of links in the portions of the multicast tree inside an ISP as a
€ first determine the charge ot an individua - 'N€ P&l ction of the number of input and output links and the average

of the multicast tree inside an ISP can have multiple input al : : :
. L nching f r. E ion (4) is tr nly whé&h > 1 an
output links. For example, the backbone NSP X in Figure 1 h%ﬁ?ersJ f[a\(/:\tlzenl(qga;%r \Evh)eﬁjt Eelowg setl, >_ I and
. - — 14, m — 4

two input and four output links. Multiple input links to an ISP If dis the average length of unicast paths in the subtrees of the

suggests that the ISP.W'” have multl'ple subtrees of the m.UIHiuIticast tree in the ISP and if ¢, is the cost of unicast across
cast tree. We now derive an expression for the number of links

) : ) . A it-, then an ISR can charg€’, by using the formula
in potentially multiple subtrees of the multicast tree inside an i 9 by g
ISP as a function of the number of input and output links. Let Cp =Ly, xcy/d (5)
:?ekthel_nugier %f IT)DU'E “E!(S a;nd Iétbfe thehnurgber Offo;:tpUt I Note thatc,, is different fromb,,. c,, is cost of unicast across an ISP and
Inks. Let e the branching factor of each subtree of the ml’lL‘the charge that the sender pays for unicast to its ISP which in turn might be

ticast tree in the ISP. We start with the assumption #tias an paying a portion of this charge to other neighboring ISPs.



600000

An ISP could incrementally charge more thap to make
profit (and also to account for additional costs in constructing
multicast trees and keeping multicast state at routers). Hence an
ISP could potentially charg€, (1 + ¢) wheres > 0. The profit
of the network providep is given by the following expression.
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We propose that each receiver ISP can compute its share and .
pass it to the next ISP above it in the multicast tree towards the

sender which adds its own share to the cost received from down- W i
tree ISPs and sends it up the tree towards the sender. Finally the _ _ _ _
sender receives the total cost that it has to pay. If thereSare Fig. 3. Sender Profit when Receiver Discount=25%

ISPs then the sender has to gay= (1+9) Zf:o C,. It should

be noted that this amount should be sufficiently less tNap
otherwise the sender will not have much incentive for using mul-
ticast.
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V. NUMERICAL EXAMPLES
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We now present some numerical examples to demonstrate the
profitability of our business model. For simplicity, we will only
consider the case when the sender as well as the receivers are
served by the same ISP (say ISP 1). In the single ISP case,
for the purpose of constructing realistic examples, we use the <!
Chuang and Sirbu law [2] to fin@};. In [2], Chuang and Sirbu
have shown that for multicast trees constructed from a wide Fig. 4. Network Provider Profit
range of topologies the ratio of links in the multicast tree from
a sender ta receiver sites (POPs) to the average number of
links in unicast paths from the sendentoeceiver sites is"-%. ferent values of the discount offered by the sender to receiver
Using the Chuang and Sirbu law,,, /d in Equation (5) can be for using multicast. In this figuré = 0.30. We see that as the
replaced byn®8. Also note that the charge of unicast acrogsumber of receiver sites increases the sender is able to afford
the ISPc,, now becomes,, for the single ISP case. The sendehigher discounts.
charge could be expressedds®*+<b,. We adde to the expo-
nent to account for the factor ¢ should be chosen such that VI. DEPLOYMENT ISSUES
lies in (0, 0.2) else the sender charge for multicasiitceceiver
sites will be more than the chargemfinicasts. The sender anqn
ISP profit will depend upon the choice &f(or €). The relation fo
betweenr: andd can be expressed é5+ §) = n°.

We consider a scenario where the sender charge by the
work provider for unicast to one receivéry,, is 10. The amount
the sender charges the receiver when it unicasts the comtgnt

is 15. We also assume that = =, i.e., there is only one re- Our scheme allows ISPs to calculate their fair share of the

CEIVET per receiver site. A.S the (_:harge paid by th_e sgnder, to é@%der charge based on their local view and knowledge of the
network provider for multicast, increases only with mcreasectqulticast transmission. It is not necessary for the ISPs to know

Z}Jf?te sender profit determined below is the minimum sen fe shape of the entire multicast tree, but just the section in their

Figure 3 shows how the sender profit due to multicast in-
creases with the increase in number of receiver sites for differ-
ent values ob. Figure 4 shows how the network provider profit
increases with the increase in number of receiver sites for dif-
ferent values o08. In both these figures, the discount offered by
the sender to a multicast receivét,, — x,,)/x,, is 25%. Note
that higheré means higher network provider profit and lower
sender profit. When the number of receivers is smak & 10)
then the sender incurs a loss evendet 0.10. As the number
of receivers increases the benefits of multicast over unicast in-
creases and this behavior is reflected in the increased sender and
network provider profit. ey W e o000
Figure 5 shows how the sender profit due to multicast in-
creases with the increase in the number of receiver sites for dif- F

Network Provider Profit (i
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Although the proposed business model and pricing scheme is
dependent from actual implementation techniques, there are a
w implications for its deployment in real networks. This sec-
tion will discuss how various parameters in our business model
"Sh be determined in practice, how ISPs will interact with each
other, what their relationship will be, and opportunities for new
'services driven by our multicast business model.
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own domain. In particular, it is sufficient for an ISP to consender to give higher discounts as the number of receiver sites
sider the number of links coming into its domaif) @nd the increases. This opens an opportunity for a new breed of con-
number of outgoing links.{) per multicast session. This infor-tent delivery services. Content providers could offer delivery of
mation can easily be obtained at the border routers of the ISPecific content at certain points in time. Interested customers
It is not necessary to do any monitoring or to maintain any stateuld sign up for a specific delivery time and would see the
in the core of the network, nor is it necessary to introduce agFice decrease as more and more customers sign up. For exam-
ditional signaling or control protocols. This improves scalabiple, a movie could be offered for delivery in one hour, two hours,
ity and allows for easy deployment without additional complesthree hours, etc.. The longer delivery time a customer accepts,
ity. Besides these two session—specific parameters, each ISRtiasigher the chances that more customers sign up and that the
to determine the average branching facti) @nd the average price for the movie drops. This model is similar to the purchas-
depth ¢) of the multicast subtree in its domain. We envisioing service offered by some online stores, where the price of a
that ISPs will start monitoring these parameters on a per-sesgioaduct drops as the number of buyers increases. Our business
basis during an initial deployment phase, but will gain enoughodel enables a variety of similar services in the context of con-
experience to determine flat values based on the characterigtcd delivery.

of their network. The average deptf) of the multicast subtree,

for example, could be set to the average length of a unicast path VIl. CONCLUSIONS

through the ISP’s network. Similarly, the ISP might use the av- One of the main reason for multicast technology not being
erage fan-out of multicast routers in its network as the averaggployed on a wide scale is the lack of a good business model.
branching factor ). Network specific simulations and real\ne have proposed a simple business model that uses the inher-
life experience will provide more insights on how to dimensiognt benefits of multicasting to make it attractive and profitable to
these parameters. Practical experience will also provide fegfl-parties, including the sender, the receivers, and the network
back on meaningful values for the profit factdirom a business providers. In our scheme, the responsibility for paying for mul-
and a technical perspective. ticast transmission lies with the sender. Each ISP will calculate
Using the local parameters mentioned above, each ISP caligsl“fair” share of the sender charge based on its local view and
lates its fair share in the sender’s charge. Shares from differRAbwledge. Receivers will not be charged any additional fee
ISPs will then be accumulated in a bottom up manner, i.e. th@¢ receiving multicast data. While this principle makes sense
will be accumulated from receiver ISPs (leaf ISPs) up to thgom a business point of view, it opens technical challenges that
sender ISP (root ISP). In Figure 1, for example, each leaf I$RBed to be solved. Mechanisms need to be in place for disabling
(B, C, D and E) calculates its individual multicast charge andceivers from joining an arbitrary multicast session, thus in-
gets paid for it by the parent NSP X. NSP X accumulates tgeasing the sender’s cost. Also, receivers should be prevented
amount paid to its child ISPs (B, C, D and E), adds its own mutom joining non—existent multicast sessions to avoid unneces-
ticast charge and gets paid for the accumulated amount byggy ISP cost. Other issues for future work include verification

parent ISP A. Finally, ISP A charges the sender for the entig@d security issues, as well as the trust model between ISPs.
amount, including the individual cost of ISP A. It is up to the
sender to charge receivers for delivered content, thus covering REFERENCES
part of the transmission cost. The sender also decides whether B. Briscoe, The Direction of Value in Connectionless NetworReoceed-
parts of its savings will be passed on to receivers in form of a ings of 1st International workshop on Networked group Communication
discount. (NGC), November 1999. ) o
o . . . [2] J. Chuang and M. SirbuPricing Multicast communicationsn Proceed-
The proposed pricing scheme requires interaction only % ié\gaofthelgE'Sl'ES,kl%&d b, Estiigharing the “Cost” of Mulicast
tween neighbor ISPs, there is no need for information exchangle >- M€rzog, =. Shenker and . Estribharing the "Cost of Multicas
between non-neighbor ISPs. This reflects existing (bilateral) I;%essl' An Axtomatic Analysigroceedings of ACM SIGCOMM, August
business relationships and avoids the need for additional part-
nerships. However, our model presupposes a trust relationship
between the ISPs, because it implicitly assumes that each ISP is
using reasonable values fArandd. This might not be taken for
granted, because manipulating these values allows ISPs to gain
more profit. While actual verification and security mechanisms
are out of the scope of this paper, our approach does include
hooks for integration of such features. For example, ISPs could
include flat values foKK andd into bilateral service level agree-
ments with neighbor ISPs. This allows them to verify the multi-
cast charge of their neighbors, assuming that ISPs will report the
number of output links for a multicast session to their parents.
Together with signed charge reports that are passed along the
ISP tree towards the root ISP, this feature allows the sender to
verify the correctness of a multicast charge. Other mechanisms
may exist and details need to be worked out. The point is, how-
ever, that our business model provides a reasonable and simple
mechanism for verification purposes.
As we have shown in Section V, our business model allows a



